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We propose a multi-class point optimization formulation based on continuous Wasserstein barycenters. Our formulation is designed to handle hundreds to thousands of optimization objectives and comes with a practical optimization scheme. We demonstrate the effectiveness of our framework on various sampling applications like stippling, object placement, and Monte-Carlo integration. We derive multi-class error bound for perceptual rendering error which can be minimized using our optimization. We provide source code at https://github.com/iribis/filtered-sliced-optimal-transport.
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1 INTRODUCTION

Multi-class sampling finds numerous applications in computer graphics, such as object placement [Wei 2010], visualization [Hu et al. 2020; Onzenoodt et al. 2021], and multi-tone image stippling [Secord 2002; Schulz et al. 2021]. The goal of multi-class sampling is to produce a point set that satisfies multiple objectives simultaneously. An objective is to optimize a specific subset of points to follow a given target distribution. When the subsets are mutually disjoint, the task is relatively easy since each objective can be optimized separately. The difficulty arises in applications where the subsets overlap. Overlaps introduce conflicts between optimization objectives. A classical example is multi-tone image stippling, where individual color channels—each represented by a point subset, or class—and their union(s) all have different target densities (Fig. 1a).

Such problems call for formulating a global optimization problem that can encode all objectives with a desired balance between them. Existing multi-class solutions [Wei 2010; Jiang et al. 2015; Qin et al. 2017] do not scale to large numbers objectives, both in terms of means to specify many objectives and ability to optimize them in reasonable time and/or memory footprint. We propose a formulation based on continuous Wasserstein barycenters to achieve such scalability. Our formulation provides a simple way to specify multiple objectives at once and the desired balance between them. It is complemented by a gradient-descent optimization scheme that is only weakly sensitive to the number of objectives.

We demonstrate the utility of our framework on diverse applications that involve a large number of objectives, including color stippling, object placement, (progressive) Monte-Carlo integration,
as well as blue-noise distribution of rendering error which we cast as a multi-class optimization problem. In summary:

- Our optimal-transport formulation allows specifying multiple optimization objectives at once via simple functions.
- Our stochastic optimization scheme scales to very large numbers of objectives.
- We derive an error bound for rendering error w.r.t. a given pixel-reconstruction kernel. When the kernel incorporates perceptual filtering, minimizing this bound yields point sets that distribute rendering error as blue noise over the image.

2 PRIOR WORK

In this section we review different sample correlations that are extensively studied in computer graphics.

2.1 Blue-noise sampling

Ulichney [1987] pointed out that isotropic point distributions with predominantly high-frequency spectral content, namely blue noise, cover the space evenly and look aesthetically pleasing. Since then blue-noise samples have been used for halftoning [Ulichney 1987], object placement [Kopf et al. 2006; Reinert et al. 2016], stippling [Secord 2002; Balzer et al. 2009] and visualization [Hu et al. 2020; Ozenooud et al. 2021]. In rendering, Dippé and Wold [1985] and Cook [1986] also promoted samples with high-frequency content for anti-aliasing and image reconstruction. Various relaxation-based [Balzer et al. 2009; de Goes et al. 2012; Qin et al. 2017], tile-based [Ostromoukhov et al. 2004; Ostromoukhov 2007; Kopf et al. 2006; Wachtel et al. 2014] and number-theoretic-based methods [Keller 2013; Ahmed and Wonka 2021] have since been proposed to generate high-quality blue-noise samples in multiple dimensions.

Multi-class sampling. Considering only the spatial locations of the samples could severely limit their applicability in real-world scenarios. Multi-class sampling allows incorporating non-spatial features while maintaining the blue-noise property of the spatial coordinates. Wang and Parker [1999] first showed the impact of multi-class sampling on colored halftoning of images. They developed a sampling algorithm that generates blue-noise quality in combinations of the R,G, and B channels of an image. Wei [2010] proposed multi-class sampling algorithm based on dart throwing. Schmalz et al. [2012] proposed electrostatic halftoning, whereas Jiang et al. [2015] used an SPH method to obtain multi-class samples. All these methods enforce multi-class blue noise through the use of an interaction matrix that encodes the spacing between class pairs. The matrix, however, can exhibit discontinuous changes in the off-diagonal entries, which represent the coupling between the different classes’ distributions. Chen et al. [2012] proposed a two-step algorithm based on capacity-constrained Voronoi tessellation to obtain a multi-class property. In the first step, each class is individually optimized, and in the next step their unions are optimized. Chen et al. [2013] proposed a continuous multi-class sampling scheme limited to dart throwing and kernel-based optimization.

Qin et al. [2017] overcame these limitations via a multi-class framework based on optimal transport [Rabin et al. 2011; Rachev and Rüschendorf 1998; Agueh and Carlier 2011]. Classes and their unions each have a target distribution. By optimizing for the Wasserstein barycenter of these measures they obtain a multi-class blue-noise point set. To handle conflicts between classes and to avoid regularity, they leveraged entropic regularization [Cuturi 2013]. That method works well but lacks the flexibility to specify many objectives. Their optimization also does not scale well with the number of objectives.

We propose a new formulation of multi-class sampling using sliced optimal transport which overcome these limitations and generalize multi-class sampling to different applications.

2.2 Monte-Carlo integration

In quasi-Monte Carlo literature, number-theoretic approaches are used to compute samples with good stratification, i.e., low discrepancy [Kuiipers and Niederreiter 1974; Niederreiter 1992]. Discrepancy provides a measure of equidistribution and a bound for integration error via the Koksma-Hlawka inequality [Ermakov and Leora 2019]. Low-discrepancy point sets are widely used in image synthesis [Keller 2013; Pharr et al. 2016].

Following Durand [2011], a theoretical connection has been established between the error in Monte-Carlo integration and the sampling power spectra [Subr and Kautz 2013; Pilleboue et al. 2015; Singh and Jarosz 2017; Singh et al. 2019]. However, Fourier error remain insufficiently explored. Recently, Paulin et al. [2020] showed an error bound based on (sliced) optimal transport theory [Patie et al. 2005; Villani 2008; Bonnec and Coeurjolly 2019; Julien et al. 2011]. That bound involves the Wasserstein distance [Kantorovich and Rubinstein 1958] which can be seen as the optimal-transport analog of the discrepancy metric. The samples obtained by minimizing this Wasserstein distance have blue-noise properties and compete with low-discrepancy distributions in terms of error.

2.3 Perceptual error optimization

Traditionally in Monte-Carlo rendering pixel values are estimated independently from one another, which yields white-noise distribution of error over the image. Mitchell [1991] noticed that error distributions with high-frequency power spectra give more pleasing appearance to noisy images. Following this observation, Georgiev and Fajardo [2016] proposed a dithering-inspired method to explicitly coordinate sampling across image pixels to achieve blue-noise error distribution. A number of follow-up works improved the quality and versatility of that basic approach Heitz et al. [2019]; Ahmed and Wonka [2020]; Belcour and Heitz [2021], but all these methods are heuristic in nature and lack a formal treatment.

Recently, Chizhov et al. [2022] adopted theory from halftoning to properly formalize perceptual error in rendering. We build on their formulation to derive a bound for this error; this bound can be minimized by our optimization scheme to produce sample sets that yield blue-noise error distribution.

3 PRELIMINARIES

We begin our exposition by reviewing basic concepts in optimal transport theory upon which we will build our multi-class point-sampling formulation in Section 4.

Optimal transport is concerned with moving the mass of one distribution to form another one [Villani 2008; Santambrogio 2015;
Wasserstein distance. Formally, the optimal-transport distance between two measures \((\mu, \nu)\) is given by
\[
W_p(\mu, \nu) = \left( \inf_{\gamma \in \Gamma(\mu, \nu)} \int \|x - y\|^p \, d\gamma(x, y) \right)^{1/p},
\]
which is called the \(p\)-order Wasserstein metric [Ollivier et al. 2014]. Here, \(\|x - y\|\) denotes Euclidean distance on the domain \(X\). Intuitively, \(\gamma\) is a transport plan (formally, a joint measure with marginals \(\mu\) and \(\nu\)) such that \(d\gamma(x, y)\) gives the (differential) amount of mass to be transported between any two points \(x\) and \(y\). The cost of doing so is thus \(\|x - y\|^p d\gamma(x, y)\). In the space \(\Gamma(\mu, \nu)\) of all such plans, we are looking for one that minimizes the transportation cost over all pairs of points, i.e., the integral in Eq. (1).

Note that this formulation requires the two measures to have equal total mass, i.e., \(v(X) = \mu(X)\). However, they do not necessarily have to be probability measures, i.e., to have unit mass.

Sliced Wasserstein distance. Computing the optimal transport plan in the Wasserstein distance (1) can be very costly. A variant that is generally easier to solve involves computing only one-dimensional slices of all possible line projections of the two measures [Pittié et al. 2005; Rabin et al. 2011; Bonneel et al. 2015]:
\[
SW_p(\nu, \mu) = \int_{S^{d-1}} W_p(\nu^\theta, \mu^\theta) \, d\theta
\]
In this so-called sliced Wasserstein distance, \(\theta \in S^{d-1}\) is a point on the \((d - 1)\)-dimensional sphere, and \(\nu^\theta\) and \(\mu^\theta\) are the orthogonal projections onto the line through \(\theta\) of the two measures.

(Sliced) Wasserstein barycenter. The Wasserstein distance provides an intuitive means to construct weighted averages of distributions, beyond simple mixtures (i.e., density averages). Generalizing the notion of barycentric interpolation between points, the Wasserstein barycenter \(v\) interpolates between several measures \(\mu_i\) [Agueh and Carlier 2011; Rabin et al. 2011]:
\[
v = \arg\min_v \sum_i \lambda_i W_p(v, \mu_i),
\]
where the scalar weights \(\lambda_i\) sum up to one. The Wasserstein barycenter can be seen as a means to compromise between the various objectives, here finding a distribution that minimizes the (weighted) distance to several targets. Replacing \(W_p\) by its sliced variant \(SW_p\) enables the practical computation of the barycenter through repeated 1D optimizations [Rabin et al. 2011; Bonneel et al. 2015].

4 MULTI-CLASS OPTIMAL TRANSPORT
Multi-class sampling involves producing a point set \(X = \{x_i\}_{i=1}^n \subseteq X\) with a unique optimization objective for each of multiple subsets. For example, in Fig. 2a the goal is to achieve high-quality isotropic uniform distribution for each point color and their union. We thus have three optimization objectives.

Typically, objectives are specified individually, which is reasonable when their number is small as in the applications considered by prior works [Wei 2010; Jiang et al. 2015; Qin et al. 2017]. However, this approach does not scale to our goal of handling large numbers of objectives. We want a principled and convenient means to specify objectives in bulk and to manage the conflicts between them. We also seek a more abstract way to specify point subsets beyond simple indices, to enable applications where points are more naturally grouped by other attributes.

In this section, we propose a novel formulation of the multi-class sampling problem based on optimal transport, to achieve the aforementioned goals. We operate on an extended space where the extra dimension is used for point classification and the remaining dimensions are optimized. Figure 2b shows a simple example where we represent the three optimization objectives in Fig. 2a using two functions on that extra dimension. In the remainder of this section we introduce each component of this figure. Table 1 summarizes the most important notations we use.

4.1 Classes and subclasses
A class is an optimization objective specified by subset of points and a target distribution. The subset is typically given as a range of indices. We begin by generalizing the index space. Specifically, we extend the optimization space \(X\) by a classification dimension \(C\). Given a point set \(X\), a corresponding extended point set \(\bar{X} = \{\bar{x}_i\}_{i=1}^n\) is created by distributing \(n\) class coordinates \(c_i\) uniformly in \(C\) and assigning them arbitrarily to the optimization points: \(\bar{x}_i = (c_i, x_i)\).

Figure 3a illustrates this setup. The best choice for \(C\) depends on the application. \(C\) can be multi-dimensional but most often it will simply be the unit line, i.e., \(C = [0,1]\), and the class coordinates will be the normalized indices in the base point set: \(\bar{x}_i = (i/n, x_i)\). This normalization will allow us to define classes directly on the (fixed) extended space \(C \times X\), independently of (the size of) any particular point set. Sometimes a different class dimension is more natural, e.g., in rendering-error minimization \(C\) will be the 2D image plane (see Section 6).

Classes. The classification dimension \(C\) is not part of the optimization and is invariant to the number of points to be optimized. This allows to isolate point subsets by taking subregions of \(C\), as
This coordinate will often be the (normalized) index of the point. (b) A subclass in dimension \(C\) isolates a subset of points that can be optimized to follow a target distribution \(\mu\). The subclass can be given by the support of a function \(w\) on \(C\), a box function. We define a class as a pair \((w, \mu)\).

(c) A non-trivial class function yields multiple subclasses (sharing a target distribution) enumerated by slicing \(w\). The staircase function here yields two subclasses, selecting all \((\bar{X}_{w>0})\) and half \((\bar{X}_{w=0})\) the class’ points.

Fig. 3. (a) We extend the dimension of a point set by assigning to each point \(x\) a unique class coordinate \(c\) in \(C\) that remains during optimization. This coordinate will often be the (normalized) index of the point. (b) A subclass in dimension \(C\) isolates a subset of points that can be optimized to follow a target distribution \(\mu\). The subclass can be given by the support of a function \(w\) on \(C\), a box function. We define a class as a pair \((w, \mu)\). (c) A non-trivial class function yields multiple subclasses (sharing a target distribution) enumerated by slicing \(w\). The staircase function here yields two subclasses, selecting all \((\bar{X}_{w>0})\) and half \((\bar{X}_{w=0})\) the class’ points.

4.2 Subclass barycenter

The objective specified by one subclass can be satisfied by minimizing the Wasserstein distance between the corresponding point subset and the target. However, subclasses overlap, meaning that a point can be subject to multiple objectives. A compromise between all subclass objectives can be achieved via a barycenter that minimizes all involved Wasserstein distances simultaneously. For a continuous class function \(w\), the barycenter takes an integral form:

\[
\bar{X} = \arg \min_{\bar{X}} \int_{B_p(\bar{X})} W_p^p(\bar{X}_{w>z}, \mu_{w>z}) \, dz,
\]

which is a continuous variant of Eq. (3), with the difference that we have one target distribution \(\mu\) and multiple optimization (point) distributions. We scale the target distribution, \(\mu_{w>z}\), to match the total mass of the subclass \(\bar{X}_{w>z}\). The scaling factor is the relative number of points in the subclass compared to the size of the entire point set. When the class function \(w\) is piecewise constant, with levels \(0 = z_0 < z_1 < \cdots < z_s = 1\) (see inline figure), the integral becomes a sum, turning the problem into a discrete barycenter:

\[
\bar{X} = \arg \min_{\bar{X}} \sum_{j=1}^{s} \lambda_j W_p^p(\bar{X}_{w>z_j}, \mu_{w>z}), \quad \text{with} \quad \lambda_j = z_j - z_{j-1}.
\]

We enforce \(w\) to have a maximum value of one to ensure that the weights \(\lambda_j\) sum up to unity. For a trivial (box-function) class, the barycenter simplifies to the single objective of minimizing the Wasserstein distance between all class points and the target \(\mu\).

Table 1. List of notations used throughout the document, which are also illustrated graphically in Figs. 3 to 5. For simplicity, we denote point sets and their corresponding Dirac point-mass measures using the same symbol \(X\).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X, C, \bar{X})</td>
<td>Sampling domain, class domain, (\bar{X} = C \times X)</td>
</tr>
<tr>
<td>(x, c, \bar{x})</td>
<td>Sample point, class coordinate, extended point (\bar{x} = (c, x))</td>
</tr>
<tr>
<td>(X, \bar{X})</td>
<td>Point set ({x_i}_{i=1}^n \subset X), extended point set ({\bar{x}<em>i}</em>{i=1}^n \subset \bar{X})</td>
</tr>
<tr>
<td>(w, \mu)</td>
<td>Class function on (C), target distribution on (X)</td>
</tr>
<tr>
<td>(T, w_t, \mu_t)</td>
<td>Space (T = [0,1] \ni t) of classes ((w_t, \mu_t))</td>
</tr>
<tr>
<td>(\bar{X}_{w&gt;z})</td>
<td>Subset extraction ({x: (c,x) \in \bar{X}, w(c) &gt; z})</td>
</tr>
<tr>
<td>(\mu_{w&gt;z})</td>
<td>Scaling (\mu) to match its mass to that of subset (\bar{X}_{w&gt;z})</td>
</tr>
<tr>
<td>(\bar{X}<em>\theta, \mu</em>\theta)</td>
<td>Projections of distributions onto axis (\theta)</td>
</tr>
</tbody>
</table>

4.3 Multi-class barycenter

While a single subclass barycenter can completely describe some optimization tasks, it is not sufficiently expressive to model many practical problems. For example, having overlapping point subsets follow different target distributions. Even with one target, multiple subsets can be assembled into a single class only if they are nested.
Continuous case. To specify multiple classes, we add one more dimension to our representation from Fig. 3, illustrated in Fig. 4a. Each point \( t \) on the \( T \) axis identifies a class \((w_t, \mu_t)\). \( T \) can be multi-dimensional but for simplicity we use the unit line: \( T = [0, 1] \). The different classes generally have conflicting objectives due to overlaps in their associated functions \( w_t \). As discussed in Section 4.2, the compromise between these objectives can be expressed as the Wasserstein barycenter

\[
\bar{X} = \arg \min_{\bar{X}} \int_0^1 \int_0^1 W_p^p\left(\bar{X}, w_t, \mu_t, w_s, \mu_s\right) \, dz \, dt
\]

across all classes (outer integral) and their subclasses (inner integral), recalling that our class functions have a maximum value of one.

\[
\bar{X} = \arg \min_{\bar{X}} \sum_{i=1}^n \sum_{j=1}^m k_i \lambda_{i,j} \int_0^1 W_p^p\left(\bar{X}, w_{t,i}, \mu_{t,i}, w_{z,j}, \mu_{z,j}\right) \, dz
\]

where \( k_i = t_i - t_{i-1} \) are the class weights, and \( \lambda_{i,j} = z_{i,j} - z_{i,j-1} \) are the subclass weights as in Eq. (5).

Figure 4b extends the example from Fig. 2 to non-uniform target distributions. We formalize this optimization problem using only two classes: \((w_1, \mu_1)\) and \((w_2, \mu_2)\). Filtering the point set using these class functions gives four subsets: \( \{X_{w_1>0}, X_{w_1>1/2}, X_{w_2>0}, X_{w_2>1/2}\} \). Equation (7) aims to find the barycenter defined by the Wasserstein distance wrt each subset. It is important to note that the target distribution is only defined for the red \((\mu_1)\) and the blue points \((\mu_2)\) and not their union. The union will be aiming towards a barycenter of \( \mu_1 \) and \( \mu_2 \) since each class function considers all the points (the union) when \( w_t > 0 \).

Discussion. Note that the class functions \( w \) (defined along the magenta axis in Fig. 4) can overlap. Overlaps allow increasing the “footprints” of individual objectives to target more points than would be otherwise possible; however, they also introduce conflicts. In regions of overlap, the values of each function indicate its class' relative local optimization priority. Consequently, using functions with smooth falloffs allows us to precisely control the barycentric trade-off between class objectives in such regions. In the general case of diverse targets \( \mu_1 \) and \( \mu_2 \), the class overlaps can make it difficult to satisfy simultaneously the objectives. Generally, we want to avoid having two classes assign high priority to the same region. Class functions should ideally be arranged to overlap only in their tails; this helps better satisfy each class’ objective by minimizing conflicts and reducing optimization pressure. Class functions can be designed depending on the application.

Our more traditional-looking discrete barycenter (7) makes it clear that the atomic optimization objective in our framework is the subclass. A subclass is equivalent to a trivial, box-function class. The right inline figure at the bottom shows 3 such box functions representing the classical 3-class example (red, blue and their union). The formulation of Qin et al. [2017] supports only such classes. It is still as expressive as ours (2-class) but does not provide means to easily specify trade-offs between many objectives as it is not designed to scale to large number of objectives. Finally, we do not need to explicitly specify a target distribution for the union, which ends up being optimized toward a barycenter of the two targets. Figure 4b shows one such example point set where the target distributions are only defined for the red and blue points. The union is optimized towards their barycenter following Eq. (7).

5 STOCHASTIC GRADIENT-DESCENT OPTIMIZATION

In its most general form, the multi-class barycenter problem (6) is continuous. For a finite number of optimization points, the effective number of subclasses within any class is finite too. However, the use of continuous class functions makes this number very large, far beyond the few objectives that state-of-the-art multi-class methods [Wei 2010; Jiang et al. 2015; Qin et al. 2017] can scale to, in terms of both memory and computation time. This is because these iterative methods optimize for all objectives at every step.

Taking cues from stochastic gradient-descent methods [Bottou 1998], our approach is to optimize one objective at each of many iterations. Such optimization trivially scales to arbitrarily many objectives, although with potentially reduced convergence speed. Another advantage of this approach is that memory consumption does not directly depend on the objective count.
Sliced multi-class barycenter. Our multi-class barycenter formulation (6) computing optimal transport plans and minimizing Wasserstein distances, which can be very costly. For practical efficiency, we turn to sliced optimal transport, replacing the Wasserstein distance \( W_p \) by its sliced approximation \( SW_{p,\theta} \) (2). This adds another dimension to the integral in Eq. (6), over the projection axis \( \theta \):

\[
X = \arg \min_X \int_0^1 \int_0^1 \int_{\theta \in \mathcal{D}} W_p^\theta (X_{w>z}, \mu_{t>z}) \, d\theta \, dt
\]  

(8)

Since the sliced Wasserstein distance (2) bounds the regular Wasserstein distance (1) [Bonnotte 2013], the resulting optimization problem (8) is an upper bound for the one in Eq. (6). During optimization, we use this Eq. (8) as our cost function which involves filtering point set for each slice \( \theta \). For brevity, we refer to this as filtered sliced optimal transport (FSOT) in the rest of the paper.

Iterative minimization. The 1D subclass Wasserstein distance in Eq. (8) has a known solution whose derivative w.r.t. an optimization point \( x_i \) we derive in Appendix A. The derivative of the entire barycenter is then a nested integral of such 1D derivatives. This enables an iterative stochastic minimization scheme which performs repeated 1D gradient-optimization steps by randomly sampling the multi-dimensional integral in Eq. (8).

Figure 5 illustrates one step of our optimization procedure. Given an extended point set \( X \) and a class configuration, we first select a class \( (w, \mu) \), then threshold its function \( w \) with a random value \( z \) to choose a subclass that isolates a fraction \( X_{w>z} \) of the points. Finally, we sample an axis \( \theta \) and perform one step of gradient-descent optimization on the 1D Wasserstein distance between the projected points \( X_{w>z}^\theta \) and the projected (scaled) target distribution \( \mu_{t>z}^\theta \) along the axis.

We repeat this entire process multiple times to obtain many offset vectors for every point. Appendix B describes the computation of these offsets which are balanced across subclasses with varying sizes. We average these offsets, update the point’s position, and begin a new iteration on the result. This is similar to the method of Paulin et al. [2020] but simultaneously considering multiple optimization targets. Another difference is that we consider arbitrary target distributions on a general Euclidean domain \( \mathcal{X} \).

Since 1D projections of target distributions cannot always be analytically represented, we point-sample them at a rate 3–5× higher than the \( n \) points being optimized. The optimization still solves a balanced (i.e., discrete one-to-one) optimal-transport problem. This is done by binning the target points across \( n \) adaptive bins that follow the target distribution. Points within each bin are then averaged. Appendix B provides more details.

Offset correction. Projecting a target distribution \( \mu \) along an arbitrary axis generally yields a different, non-uniform distribution \( \mu_{\theta}^\theta \) for each axis, even when the target is uniform [Paulin et al. 2020]. Stochastic gradient descent on such different distributions can produce point offsets that are highly anisotropic in the (full-dimensional) optimization domain. The anisotropy is aligned with the density/domain boundaries and is susceptible to causing point alignments, as seen in Fig. 7c. We avoid this problem by scaling the gradient of each projected point by the projected target density at that point. We estimate this density using the projected target samples. For single-class sampling, this gradient correction is the major change between our method and Paulin et al. [2020] which leads to the quality improvement shown in Fig. 7f. More details on the computation of this factor can be found in Appendix B.

Discussion. The sliced Wasserstein distance is only an approximation to the regular distance, and can yield suboptimal barycenters [Bonneel and Pfister 2013]. However, in our experience it is a practical option for optimizing many points for many targets and produces satisfactory results even with highly non-uniform target distributions. Other approaches such as entropic regularization [Cuturi 2013], stochastic barycenters [Claici et al. 2018] or neural solvers [Korotin et al. 2022] can also be employed but we leave that for future work. Another consequence of using sliced optimal transport is that it increases the effective number of objectives, by adding an extra (spherical) dimension to the barycentric integral (8). Thankfully, the individual “sliced” 1D objectives are simple, and stochastic optimization scales to the added complexity.

6 PERCEPTUAL ERROR OPTIMIZATION

In this section we describe how to use our multi-class framework for perceptual optimization of image error in Monte-Carlo rendering.

In rendering, the value of every pixel is a light-transport integral. In practice pixel integrals are estimated via point sampling, and the resulting error manifests itself as image noise. Research efforts in sampling have traditionally focused on reducing the magnitude of the error, i.e., the accuracy of individual pixel estimates. Recently, it has been recognized that the distribution of this error over the image plays an important perceptual role, and that visual fidelity can be drastically improved when this distribution is isotropic and high-frequency [Georgiev and Fajardo 2016]. Achieving such a blue-noise distribution requires carefully coordinating the samples across pixels. We show that this problem can be cast as a multi-class optimization. We derive an image-error bound which can be minimized using our multi-class barycenter (6). The resulting formulation provides a principled way to minimize error in Monte Carlo rendering w.r.t. given perceptual and/or pixel-reconstruction kernels.
we perceive a version of the image that is blurred by an amount \( r \) as a measure of perceptual error [Chizhov et al. 2022]. We can then combine the samples with a combined reconstruction kernel \( p \ast r \) that acts as an effective reconstruction kernel for the perceived image, and introduces even more overlaps.

### 6.1 Problem statement

Given a point set \( X = \{x_i\}_{i=1}^n \), the value \( I_r \) of an image pixel is estimated by point-sampling its associated integral:

\[
Q_r(X) = \frac{1}{n} \sum_{i=1}^n r(x_i) f(x_i) \approx I_r = \int_{\mathcal{H}^{2d}} r(x)f(x) \, d\rho(x) = (r, f). \tag{9}
\]

Here \( r \) is a pixel-reconstruction kernel, \( f(x) \) is the illumination carried by a light-transport path corresponding to the point \( x \) in the unit hypercube \( \mathcal{H}^{2d} \) with Lebesgue measure \( \rho \). The first two dimensions are image space (where \( r \) operates), and \( d \) is the path-space dimension. The variance of an estimate \( Q_r(X) \) is reduced when the samples in \( X \) within the kernel support are well-stratified.

When using box-kernel reconstruction (Fig. 6a), every sample falls within the kernel of a single pixel, which allows stratifying the samples independently per pixel. Non-box kernels, e.g., Gaussians, generally overlap in image space, making each sample contribute to the estimates of several pixels (Fig. 6b). This case calls for coordinating the stratification of samples across pixels.

Moreover, our eyes do not perceive individual pixels but rather formate our problem as minimizing reconstruction w.r.t. a given (combined) kernel by optimizing the distribution of the samples \( X \).

Note that in reality pixel reconstruction is performed by the renderer—to compute pixel estimates, while perceptual filtering occurs in the human visual system upon perceiving these estimates.

### 6.2 Multi-class image-error bound

Figure 6 illustrates graphically how image-error minimization can be viewed as a multi-class optimization problem. Mapping the problem to the language of Section 4, the optimization domain is the \( d \)-dimensional unit hypercube, \( X = \mathcal{H}^d \), and, notably, the class dimension is not the unit line (e.g., as in Fig. 2b) but the unit square, \( C = \mathcal{H}^2 \). The regular and extended point sets are identical, \( \bar{X} = X \). Every pixel has an associated reconstruction kernel and defines a distinct class, all sharing the Lebesgue measure \( \rho \) as their (uniform) target distribution. Next we show that the barycenter between these classes provides a bound for the (perceptual) error of the image.

**Pixel-error bound.** The error of a pixel \( w \) is the difference between the estimated value and the ground truth:

\[
\epsilon_w(X) = \|Q_{w}(X) - I_w\|.
\]

This becomes a **perceptual error** when the kernel \( w = p \ast r \) incorporates perceptual filtering. Paulin et al. [2020] recently showed that optimal transport can provide a bound on the estimation error of pixel during Monte Carlo integration. In Appendix D, we provide a simple proof for this bound which for a pixel in our setting reads

\[
\epsilon_w(\bar{X}) = L_f \int W(\bar{X}, \rho) \, d\rho \leq L_f B_1(\bar{X}, w, \rho), \tag{10}
\]

where \( B_1 \) is the minimization objective of the 1-Wasserstein subclass barycenter (4). Note that the kernel \( w \) has moved from the Lipschitz constant to the Wasserstein distance.

**Image-error bound.** Our end goal is to minimize the total image error. Applying the bound from Eq. (10) to each of \( M \) pixels yields a bound for the \( L_1 \) error:

\[
\sum_{i=1}^M \epsilon_{w_i}(\bar{X}) \leq L_f \sum_{i=1}^M B_1(\bar{X}, w_i, \rho). \tag{11}
\]

This bound is a product of the Lipschitz constant of \( f \) and a (discrete) \( M \)-class barycenter (6). It postulates that to reduce the image error, we need to increase the uniformity of all subsets of \( \bar{X} \) given by the \( z \)-filtering of every kernel (i.e., class function) \( w_i \).

Equation (11) is based on the 1-Wasserstein distance \( W_1 \), but in practice we use our \( W_2 \)-based optimization scheme from Section 5 to minimize a sliced variant of the bound. This works because \( SW_1 \) is bounded by \( SW_2 \). We provide a derivation of the \( SW_2 \) gradient in supplemental Section S1. Note that we do not optimize the image-space dimensions of the points which are fixed and used for classification.
To demonstrate the utility of our multi-class framework, we show the results of several experiments from CPU (C++) and GPU (CUDA) implementations. The C++ implementation of our stochastic gradient-descent optimization is parallelizable across the projections within each iteration. The CUDA one parallelizes over different operations (projections, sorting, averaging). The different point sets presented below have been generated on an NVIDIA Quadro RTX 8000 and Intel® Core™ i9-8950HK CPU @ 2.90GHz. All rendering results have been generated using PBRT-v3 [Pharr et al. 2016]. The supplemental material includes an HTML viewer with more results.

### 7 EXPERIMENTS

To demonstrate the utility of our multi-class framework, we show the results of several experiments from CPU (C++) and GPU (CUDA) implementations. The C++ implementation of our stochastic gradient-descent optimization is parallelizable across the projections within each iteration. The CUDA one parallelizes over different operations (projections, sorting, averaging). The different point sets presented below have been generated on an NVIDIA Quadro RTX 8000 and Intel® Core™ i9-8950HK CPU @ 2.90GHz. All rendering results have been generated using PBRT-v3 [Pharr et al. 2016]. The supplemental material includes an HTML viewer with more results.

#### 7.1 Blue-noise sampling

**Single-class blue noise.** Figure 7 compares the blue-noise quality for a single-class point set and its power spectrum averaged over 10 realizations. Paulin et al. [2020] perform the optimization on the unit circle, achieving high quality (Fig. 7a) which, however, deteriorates after warping the points to the unit square (Fig. 7b); this is also reflected in the power spectrum. Paulin et al. also show direct optimization on the unit square, which yields strong alignments along the domain boundaries (Fig. 7c). In contrast, our unit-square optimization produces a high-quality blue-noise distribution, without any alignments (see Fig. 7f). This quality improvement is mostly due to our offset correction (Section 5) which avoids alignments. Our optimization can also operate on a toroidal domain (Fig. 7g).

Prioritizing certain projection directions can be beneficial in Monte-Carlo integration as we will demonstrate below; Figure 7h shows an example where we choose the x- or y-axis with 30% probability, creating a cross in the power spectrum. While Paulin et al. [2020] can also prioritize these projections on the unit circle (Fig. 7d), the achieved quality is not maintained after mapping the points to the unit square (Fig. 7e).

**Multi-class sampling with uniform density.** In Fig. 8, we compare our method to that of Qin et al. [2017] on the two-color problem from Fig. 2. The spectra obtained by Qin et al. [2017] and our method without toroidality show some artefacts due to natural point alignments near the domain boundaries. Our method shows same quality for the single colors and slightly better for the complete set. In Fig. 9, we extend the problem to 3 colors, i.e., 7 classes. The overall distribution quality is good for all classes. The spectral distributions of the three color pairs RG, RB, GB exhibit double peaks, which has also been observed by Qin et al. [2017, Fig. 7]. The reason for this double peak is that the improvement of these particular two-color classes has a strong impact on the other classes. Improving two-color classes would reduce the quality of the other classes too much.

**Color stippling.** Figure 10 shows a CMYK image stippled with 20,000 points. The four individual colors and their various 2- and 3-color combinations each represent a class with a different target density, for a total of 15 classes. We show five of these classes. The combinations have weighted-average densities based on the respective energy of the channels. Unlike prior work [Qin et al. 2017], our stochastic gradient-descent optimization scales to this many classes with a negligible memory footprint. The supplemental document shows another color-stippling result with 40,000 points.

Figure 12 compares our stippling to that of de Goes et al. [2012] on a greyscale image using 15,000 points. Although our method is not tuned for single-class problems, we achieve competitive quality. The supplemental document includes a result with 100,000 points.

Our method also be used for animation stippling where consecutive frames share a fraction of the points. We include an example in the supplemental material.

**Continuous class extraction.** To demonstrate the scalability of our optimization to a large number of objectives, in Fig. 11 we consider a non-traditional multi-class problem. We define two classes with linear-ramp functions on the index space of points, as illustrated in the inline figure. The target density is uniform. This construction allows us to split the optimized set at any point index, so that the subsets on the left and right of it (and their union) have...
Wasserstein blue-noise sampling [Qin et al. 2017]  

Our FSOT  

Our FSOT (toroidal)

Fig. 8. 3-class (red, blue, red & blue) optimization of 2048 points (top row), along with the corresponding expected power spectra (middle row) and their radial averages (bottom row). Our optimization (bounded and toroidal) achieves similar quality to that of Qin et al. [2017] (bounded); ours takes 38 sec on GPU and theirs takes about 1 hour on CPU. The spectral anisotropy in the left two results is due to point alignments near the boundaries.

Fig. 9. Extending the problem in Fig. 8 to three colors (i.e., 7 classes), using 2049 points (683 points per color). Achieving uniform blue-noise quality across all classes is more difficult in this case due to higher contention between the objectives.

good-quality distribution. We optimize 2048 points for an effective total number of 4096 targets (i.e., subclasses). In the figure we include a few example splits; the corresponding subset power spectra show reasonable blue-noise quality considering the large number of optimization objectives. An animation showing the evolution of the visualization according to the choice of splitting index can be found in the supplemental material.

Object placement. Multi-class sampling can also be used to place objects in an environment. Figure 1 middle shows an example distribution of trees, each taking one of 7 colors. We also optimize for the union, for a total of 8 classes. Two other results are displayed in Fig. 13. The point set used (in the lower left corner) was produced using the optimization configuration from the continuous class extraction problem presented above. In the left image, the point color guides the tree color, and in the right image it guides the tree height.

7.2 Monte-Carlo integration
We also evaluate our approach on Monte-Carlo integration. In Fig. 14 we analyze the convergence behavior of our optimized point sets against the method of Paulin et al. [2020] on two simple integrands. We generate two types of point sets using each method: one with axis-aligned 1D projections prioritized with 30% probability (as in Fig. 7h) and the other without prioritization (as in Fig. 7g). For the isotropic integrand on the left the four variants give similar results. On the other hand, on the right integrand with axis-aligned variation, our projections yield lower integration error. Axis prioritization
Fig. 10. CMYK color stippling involves optimizing 15 classes—four base colors and their various 2- and 3-color combinations, each targeting a different density. In this example we use 20,000 points and show five of these classes.

Fig. 11. A set of 2048 points optimized according to a configuration with two linear-ramp-function classes. At every point index we can split the set into two subsets with good-quality distribution each, for an effective number of 4096 optimization targets (i.e., subclasses). We show six such (color-coded) splits and the 2D Fourier power spectra of the two extracted subsets. The last row shows the radially averaged spectra of the subsets and the entire point set (in green).

using Paulin et al.’s method is ineffective since the post-optimization point warping to the unit square ruins the point-set properties.

Progressive sampling. Our multi-class formulation allows constructing progressive point patterns with controlled granularity. We can use a single, staircase-function class where the number of steps (i.e., subclasses) dictates the number of prefix subsets (i.e., progressive levels) to optimize for. A constant class function corresponds to optimizing only the full set of points for uniformity; in the other extreme of a linear-ramp class function every prefix of points is optimized. Figure 15 shows progressive error-convergence plots for 5 such variants using 16,384 points. The steps have equal lengths in power-of-2 scale. The 1-subclass red curve behaves almost like a random one for all sample counts except for the strong dip at the end. Only when all samples are used is the integration error low; in fact, this is the lowest error achieved by any point set in the plot. Increasing the number of subclasses increases the number of dips but also shortens each. This result clearly illustrates that finer progressive granularity comes at the cost of increased error due to the larger number of objectives the optimization needs to balance. In the extreme case of 16,384 subclasses, the point set is fully progressive and shows uniform error behavior.
The method of Belcour and Heitz [2021] using box and Gaussian

Accounting for perceptual blur further pushes the error distribution towards high frequencies (Fig. 17d). Another comparison against pixel reconstruction can be found in the supplemental document. It shows the importance of optimization not only for perceptual blur but also for the pixel-reconstruction kernel.

Rendering

For rendering applications, we optimize a point set covering 128×128 pixels that is toroidally tiled over the image. In Fig. 16, we compare our point sets against those from prior work on perceptual (i.e., blue-noise) error optimization [Ahmed and Wonka 2020; Belcour and Heitz 2021]; we use box reconstruction for a fair comparison. Both scenes are rendered with 1 sample/pixel under direct lighting. The benefit of our approach (rightmost column) is most visible in the top scene, where the specular regions show a much improved error distribution. In the bottom row scene, we use a finite-aperture camera. The zoom-ins show better perceived quality achieved by our method over the state of the art. We provide more comparisons on different scenes in the supplemental material.

While traditionally point sets are optimized assuming a box pixel-reconstruction kernel, our framework allows optimizing for arbitrary kernels. Figure 17 shows the impact on error distribution while taking into account the reconstruction kernel. On the right, note the substantial improvement in Fig. 17c over Fig. 17b, due to specially optimizing for the Gaussian reconstruction kernel used. Additionally accounting for perceptual blur further pushes the error distribution toward high frequencies (Fig. 17d). Another comparison against the method of Belcour and Heitz [2021] using box and Gaussian

The bottle-neck of our optimization is the sorting of \( b \times m \) density-sample points (where \( c = \text{const} \)), with complexity \( O(m \log(m)) \) per iteration. The number of classes and subclasses has no direct impact on complexity, although in practice increasing the number of optimization objectives can impact the convergence speed of gradient descent. The memory consumption of our algorithm is linear in the total number of optimization points \( n \).

For 4096 points, single-class GPU optimization takes 40 sec, 3-class takes 59 sec, and 7-class takes 71 sec. For 262,144 points, single-class takes 3840 sec (2000 iterations), 3-class takes 4325 sec (2500 iterations), and 7-class takes 4370 sec (3000 iterations). The added cost of increasing the number of classes is moderate. The reason is that, while more classes require more optimization iterations to obtain high quality, the time per iteration is lower as fewer points

7.3 Algorithmic complexity and performance

The bottleneck of our optimization is the sorting of \( m \) projected optimization points and \( c \cdot m \) density-sample points (where \( c = \text{const} \)), with complexity \( O(m \log(m)) \) per iteration. The number of classes and subclasses has no direct impact on complexity, although in practice increasing the number of optimization objectives can impact the convergence speed of gradient descent. The memory consumption of our algorithm is linear in the total number of optimization points \( n \).

For 4096 points, single-class GPU optimization takes 40 sec, 3-class takes 59 sec, and 7-class takes 71 sec. For 262,144 points, single-class takes 3840 sec (2000 iterations), 3-class takes 4325 sec (2500 iterations), and 7-class takes 4370 sec (3000 iterations). The added cost of increasing the number of classes is moderate. The reason is that, while more classes require more optimization iterations to obtain high quality, the time per iteration is lower as fewer points
Fig. 16. Comparison of our perceptual-error optimization against classical uncorrelated pixel sampling and state-of-the-art blue-noise error distribution methods. The top scene is directly lit by an environment map, and the bottom scene has defocus blur that increases the sampling dimensions to four.

Fig. 17. Optimizing pixel samples for different reconstruction kernels. (a) When using box reconstruction, the samples for individual pixels can be optimized separately. (b) Traditionally this optimization is used also when the reconstruction is non-box. (c) Our framework allows optimizing for the specific kernel used, taking into account overlaps between pixels and showing substantial error reduction. (d) Additionally taking into account perceptual blur achieves blue-noise error distribution over the image.

8 CONCLUSION

We develop a theoretical point optimization framework designed for handling large numbers of objectives. Specifying these objectives for a given application can be tedious if done manually. Prior methods [Wei 2010; Qin et al. 2017] have overlooked this issue as they target applications with fewer objectives.

We devise a principled framework for point optimization that can handle large numbers of objectives. We introduce the notion of a subclass which adds a level of granularity by specifying an objective for a subset of points in a class. Our framework scales to such a large number of objectives because, theoretically, the achievable quality does not depend on the number of objectives but on the amount of overlap between them and the difference in target distributions. The memory footprint of our stochastic gradient-descent optimization are optimized at once (since one subclass is optimized per iteration). With this in mind, it is possible to imagine a more efficient optimization, e.g., utilizing a data structure to pre-order the points before projection and then using a sorting algorithm that takes advantage of this pre-ordering. One can also imagine relaxing the constraints on the Wasserstein equations to perform local rather than global optimizations. By computing several Wasserstein distances on subsets of the domain, it is possible to approximate the full distance with fewer points in each "sub-distance". Because of the complexity of these operations, reducing the number of points would speed up the computation at the cost of a looser error bound.
is negligible as we optimize a single subclass per iteration. We demonstrate a variety of applications, also formalizing perceptual-error optimization as a multi-class problem.

**Limitations.** Our multi-class Wasserstein barycenter objective has a fully integral form, which allows us to leverage stochastic optimization and achieve scalability. However, optimizing for a single objective per iteration can yield noisy gradients and slow down convergence toward the sought barycenter. Our point-sampling of non-uniform distributions exacerbates the issue by adding more noise to the gradients.

Wherever functions of different classes overlap, points are implicitly optimized toward a barycenter of the corresponding target distributions. Some applications require a union of point subsets to follow a mixture of the targets instead. A notable example is color stippling where the base targets are the distributions of the individual color channels. Our framework requires specifying mixture targets explicitly via dedicated classes.

**Future work.** Our optimization can benefit from analytic target-distribution projection and informed choices of projection axes that allows tailoring application-specific samplers. A more advanced optimizer could achieve better local minima than stochastic gradient descent. While enabling efficient optimization, the sliced Wasserstein barycenter we use may not yield a good distribution interpolation [Bonneel et al. 2015; Bonneel and Pfister 2013]. Efficient optimization of the regular Wasserstein barycenter is an interesting direction for future investigation.

The Wasserstein distance provides a convenient integration-error bound as it is amenable to gradient-based minimization. However, the tightness of that bound is not well understood, especially in relation to the discrepancy-based bound given by the Koskma-Hlawka inequality. Exploring this relation could help better understand the optimization manifolds for future sampling patterns. Another interesting investigation would be the efficient minimization of discrepancy metrics.
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Here we derive the derivative of the 1D Wasserstein distance which has an analytic solution [Rachev and Rüschendorf 1998]:

\[ W_p^\mu (v, \mu) = \int_0^\infty \left( F_p^{-1}(x) - F_\mu^{-1}(x) \right)^2 dx, \tag{12} \]

where \( F_p^{-1} \) and \( F_\mu^{-1} \) are the measures' inverse cumulative distribution functions (CDFs). We are specifically interested in the case where \( p = 2 \) and one of the measures represents a 1D point set \( X = \{ x_i \}_{i=1}^n \). For this case we have:

\[ W_2^2 (X, \mu) = \int_0^1 \left( F_X^{-1} - F_\mu^{-1} \right)^2 dx = \sum_{i=1}^n \int_{\frac{x_i-1}{n}}^{\frac{x_i}{n}} (F_\mu^{-1} - F_X^{-1})^2 dx. \]

We want to differentiate this distance w.r.t. every point \( x_i \). Only one of the integrals depends on each \( x_i \), making the differentiation of its convex integrand easy:

\[ \frac{d}{dx_i} W_2^2 (X, \mu) = \int_{\frac{x_i-1}{n}}^{\frac{x_i}{n}} \left( \frac{dx}{dx_i} \right) \left( F_\mu^{-1} - F_X^{-1} \right)^2 \tag{13} \]

\[ \frac{d}{dx_i} W_2^2 (X, \mu) = \frac{1}{n} \int_{\frac{x_i-1}{n}}^{\frac{x_i}{n}} \left( \frac{d}{dx} \left( x_i - 2x F_\mu^{-1} (x) + (F_\mu^{-1})^2 \right) \right) \ dx \]

\[ \frac{d}{dx_i} W_2^2 (X, \mu) = \frac{1}{n} \int_{\frac{x_i-1}{n}}^{\frac{x_i}{n}} \left( 2(1 - 2x F_\mu^{-1} (x)) \right) \ dx = \frac{2 x_i}{n} - 2 \int_{\frac{x_i-1}{n}}^{\frac{x_i}{n}} F_\mu^{-1} (x) \ dx. \]

The integral of the inverse target CDF is simply the average point inside the \( i^{th} \) region of the target density with mass \( 1/n \), multiplied by \( 1/n \). The resulting derivative is thus similar to offset used by Paulin et al. [2020]; the difference is the above scaling factor of \( 2/n \) and that they take the median target point (instead of the mean).

### B GRADIENT ESTIMATION AND POINT OFFSETS

The 1D optimization step involves offsetting each projected point \( x_i^\theta \) along the (negative) derivative of the Wasserstein distance w.r.t. the point's position:

\[ x_i^\theta = x_i^0 - \eta \cdot y_i^\theta \cdot \frac{d}{dx_i} W_p^\theta (X_{W^\theta}, \mu_{W^\theta}), \tag{14} \]

where \( \eta \) is a step-size parameter (a.k.a. learning rate) and \( y \) the offset scaling factor (Section 5). In Appendix A above we derive the derivative for the semi-discrete 2-Wasserstein distance for the case where both distributions are normalized. In our case they have reduced mass due to filtering, which can be compensated by simply scaling the derivative by the relative number of selected optimization points \( m/n \).

\[ \Delta_i^\theta = \frac{m}{n} \left[ \frac{x_i^0}{m} - 2 \int_{\frac{x_i-1}{m}}^{\frac{x_i}{m}} F_\mu^{-1} (x) \ dx \right], \tag{15} \]

where the semi-discrete derivative in the parentheses is computed w.r.t. normalized distributions.
Numerical gradient estimation. The partial derivative step (14) requires computing the inverse CDF of the projected target distribution \( \mu^\gamma \). In practice, we use \( c \times n \) points to better approximate the target distribution. First, all points are uniformly binned in \( n \) bins. The inverse CDF then adaptively changes the bin length according to the target distribution. The integral term in Eq. (15) corresponds to the average location of the points within a certain interval of the inverse CDF: \( b^\gamma_i = \frac{1}{c} \sum_{j=1}^{c} \frac{y^\gamma_j}{m} \), where the projected target samples \( y^\gamma_j \) are sorted. This gives the average location per \( i \)-th bin.

Computing the offset \( \Delta^\gamma_i \) then involves sorting \( x^\gamma_i \) and pairwise matching them with the bin values \( b^\gamma_i \).

Gradient scaling factor. The scaling factor \( \gamma_i \) (14) is simply the relative change in the length of the \( i \)-th bin:

\[
\gamma_i = \frac{\text{Average bin length}}{\text{Length of bin } i} = \frac{(F^{-1}_\mu(1) - F^{-1}_\mu(0))/m}{F^{-1}_\mu(i/m) - F^{-1}_\mu((i-1)/m)} \tag{16}
\]

This scaling factor helps avoid the alignments shown in Fig. 7c by scaling the gradients (offsets) for the projected non-uniform target density.

C \text{ WASSERSTEIN INTEGRATION-ERROR BOUND}

Here we provide a derivation of the integration error bound shown by Paulin et al. [2020]. Consider a continuous function \( f : \mathcal{H} \to \mathbb{R}^n \) on the hypercube \( \mathcal{H} \) with Lipschitz constant \( L_f \) such that, \( \forall x, y \in \mathcal{H}, \left| f(x) - f(y) \right| \leq L_f \|x - y\| \).

Let \( g \in \Gamma(\nu, \mu) \) be a joint measure whose marginals \( \nu \) and \( \mu \) are measures on the unit hypercube \( \mathcal{H} \). Integrating both sides of Eq. (17) w.r.t. \( y \), and then using \( |\int g| \leq \int |g| \), yields

\[
\int_{\mathcal{H}} |f(x) - f(y)| \, d\nu(x, y) \leq L_f \int_{\mathcal{H}}\|x - y\| \, d\nu(x, y) \tag{18}
\]

\[
\int_{\mathcal{H}} |f(x) - f(y)| \, d\mu(x, y) \leq L_f \int_{\mathcal{H}}\|x - y\| \, d\mu(x, y). \tag{19}
\]

We expand the left side of Eq. (19) into two integrals and simplify each by marginalizing the product measure; the bound on the right is tightened by taking the infimum over all valid joint measures \( \gamma \):

\[
\left| \int_{\mathcal{H}} f(x) \, d\nu(x) - \int_{\mathcal{H}} f(x) \, d\mu(x) \right| \leq L_f \inf_{\gamma \in \Gamma(\nu, \mu)} \int_{\mathcal{H}} \|x - y\| \, d\gamma(x, y). \tag{20}
\]

where \( W(\nu, \mu) \) is the Wasserstein distance between \( \nu \) and \( \mu \). The resulting inequality provides a numerical integration bound when \( \nu \) is a Dirac point-mass measure, i.e., a point set.

D \text{ RECONSTRUCTION-ERROR BOUND}

We build on Appendix C to derive an error bound for integrands of the form \( w(x)f(x) \), where \( w \) is an analytically known function. As in Appendix C, our derivations use general probability measures \( \nu \) and \( \mu \), but for our application we are specifically interested in the case where \( \nu \) is a Dirac point-mass measure, i.e., a point set.

We begin by expressing \( w(x) \) and \( w(y) \) in the error as integrals over corresponding indicator functions, then swap the integration order using Fubini’s theorem:

\[
\left| \int_{\mathcal{H}} w(x)f(x) \, dv(x) - \int_{\mathcal{H}} w(y)f(y) \, d\mu(y) \right| \tag{21}
\]

\[
= \left| \int_{\mathcal{H}} \int_{\mathbb{R}} 1_{\{w(x) > z\}} \, dz \, dv(x) - \int_{\mathcal{H}} \int_{\mathbb{R}} 1_{\{w(y) > z\}} \, dz \, d\mu(y) \right| \tag{22}
\]

Next, note that due the following identity for any \( x \in \mathcal{H} \) and \( z \in \mathbb{R} \):

\[
1_{\{w(x) > z\}} = 1_{\{\nu > z\}}(w(x)) \cdot 1_{\{\nu \geq w(x) > z\}}(x) = 1_{\{\nu > z\}}(x), \tag{23}
\]

the indicator function effectively restricts the integration to the region \( \mathcal{H}_{w > z} \) where \( w > z \). Plugging this identity into Eq. (22) and then using \( |\int g| \leq \int |g| \), we get:

\[
\leq \int_{\mathbb{R}} \int_{\mathcal{H}} 1_{\{w(x) > z\}} \, f(x) \, dv(x) - \int_{\mathcal{H}} 1_{\{w(y) > z\}} \, f(y) \, d\mu(y) \, dz \tag{24}
\]

\[
\leq \int_{\mathbb{R}} \int_{\mathcal{H}} 1_{\{w(x) > z\}} \, f(x) \, dv(x) - \int_{\mathcal{H}} 1_{\{w(y) > z\}} \, f(y) \, d\mu(y) \, dz \tag{25}
\]

\[
= \int_{\mathbb{R}} \int_{\mathcal{H}} f(x) \, d\nu_{w > z}(x) - \int_{\mathcal{H}} f(y) \, d\mu_{w > z}(y) \, dz \tag{26}
\]

where \( \nu_{w > z} \) and \( \mu_{w > z} \) are the measures \( \nu \) and \( \mu \) restricted to the region \( \mathcal{H}_{w > z} \). We can now apply Eq. (20) to the absolute error in the outer integral, obtaining a bound for the expression in Eq. (21):

\[
\left| \int_{\mathcal{H}} w(x)f(x) \, dv(x) - \int_{\mathcal{H}} w(y)f(y) \, d\mu(y) \right| \leq L_f \int_{\mathbb{R}} W(\nu_{w > z}, \mu_{w > z}) \, dz. \tag{27}
\]

It is important to note that for the Wasserstein distance to work, the measures \( \nu_{w > z} \) and \( \mu_{w > z} \) must have equal masses in the hypercube subset corresponding to each valid slicing \( w > z \). In other words, we need \( \nu(\mathcal{H}_{w > z}) = \mu(\mathcal{H}_{w > z}) \), or equivalently, \( \nu_{w > z}(\mathcal{H}) = \mu_{w > z}(\mathcal{H}) \), for all \( z \in [0, \max w(.)] \).