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## CCS CONCEPTS

## - Computing methodologies $\rightarrow$ Image processing; Ray tracing
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## A START-UP BIAS

To show our start-up bias, we rewrite Equation 7 as:

$$
\begin{align*}
\left\langle F_{i}\right\rangle_{M}= & \sum_{j=1}^{i-1} \prod_{k=j+1}^{i}\left[\alpha_{k}\right]\left(1-\alpha_{j}\right)\left\langle F_{j}\right\rangle \\
& +\prod_{k=1}^{i}\left[\alpha_{k}\right]\left\langle F_{0}\right\rangle+\left(1-\alpha_{i}\right)\left\langle F_{i}\right\rangle+\sum_{j=1}^{i} \prod_{k=j}^{i}\left[\alpha_{k}\right]\left\langle\Delta F_{j}\right\rangle \tag{1}
\end{align*}
$$

$\left\langle F_{0}\right\rangle$ 's contribution diminishes over time. As $\beta_{F} \rightarrow 1$, the correlation between $\alpha$ and $\left\langle F_{i}\right\rangle$ also diminishes, leaving us with correlation between $\alpha_{k}$ and $\left\langle\Delta F_{j}\right\rangle$ as the main source of bias. As optimisation converges we expect our step size to shrink and $\operatorname{Var}\left[\left\langle\Delta F_{i}\right\rangle\right]$ to decline. Thus, as $\operatorname{Var}\left[\left\langle F_{i}\right\rangle\right]$ dominates Equation 8, $\alpha_{k}$ and $\operatorname{Var}\left[\left\langle\Delta F_{j}\right\rangle\right]$, become increasingly less correlated, thus, by extension, reducing correlation with $\left\langle\Delta F_{j}\right\rangle$ (Equation 14).

Growing $\beta_{F}$ over the optimisation process is a simple way to make our meta-estimators consistent. However, in practice, we have found no benefit to this approach compared to setting $\beta_{F}$ to a fixed value that we experimentally fit to the noise characteristics of the gradient estimator $\left\langle F_{i}\right\rangle$.

## B PSEUDOCODE

Variance approximation with zero-centred, second moment EMAs:

[^0]```
class Moment2:
    def __init__(self, shape, decay = 0.9):
        self.decay = decay
        self.count = 0
        self.m2 = 0
    def step(self, x):
    self.count += 1
    w = 1.0 - self.decay
    w_sum = 1.0 - self.decay ** self.count
    self.m2 = self.m2 + (w / w_sum) * (x ** 2 -
    s self.m2)
```

Meta-estimation:

```
1 class Meta:
    def __init__(self, }\eta=0.001)
        self. }\eta=
        self.var = 0
        self.mean = 0
        self.}\mp@subsup{\alpha}{i-1}{}=-
    def step(self, }\langle\mp@subsup{F}{i}{}\rangle,\langle\Delta\mp@subsup{F}{i}{}\rangle,\operatorname{Var[}[\langle\mp@subsup{F}{i}{}\rangle],\operatorname{Var[}[\langle\Delta\mp@subsup{F}{i}{}\rangle])
        self.mean += \langle\Delta\mp@subsup{F}{i}{}\rangle
        self.var += Var[\langle\Delta\mp@subsup{F}{i}{}\rangle]
        \alpha= Var[\langleFi}\rangle] / (Var[\langle\mp@subsup{F}{i}{}\rangle] + self.var + 1e-30) #
        Inverse variance weighting
        \alpha=min(\alpha, 1 / (2 - self. }\mp@subsup{\alpha}{i-1}{})) # Alpha clipping
        self. }\mp@subsup{\alpha}{i-1}{}=
        self.mean = \alpha * self.mean + (1-\alpha)*\langleF
        self.var = \alpha ** 2 * self.var + (1 - \alpha) ** 2 *
    \Var[\langleFi
        return - self. \eta * self.mean / (sqrt(self.var) +
    c 1e-8)
```

Optimisation loop snippet:

```
1 Var[\langleF Fi}\rangle]= Moment2(
2 Var[\langle\DeltaFi
3 meta = Meta()
4
5 ..
7 Var[\langleFi}\rangle].\operatorname{step}(\langle\mp@subsup{F}{i}{}\rangle
8 Var[\langle\Delta\mp@subsup{F}{i}{}\rangle\mp@subsup{]}{D}{}.\operatorname{step}(\langle\Delta\mp@subsup{F}{i}{}\rangle/\operatorname{sqrt}(\Delta\mp@subsup{\pi}{i}{2}))
, }\Delta\mp@subsup{\pi}{i+1}{}= meta.step(diff, \langleFi\rangle, \langle\Delta\mp@subsup{F}{i}{}\rangle,\operatorname{Var}[\langle\mp@subsup{F}{i}{}\rangle].m2
```



```
10 }\mp@subsup{\pi}{i+1}{}=\mp@subsup{\pi}{i}{}+\Delta\mp@subsup{\pi}{i+1}{
```
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